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Abstract

In Virginia, point detectors in the Northern Virginia and Hampton Roads regions are placed at approximately ½ mile spacing. This density is a product of early requirements for incident detection that have proven ineffective and perhaps unnecessary. There are other important uses of the data that likely have different requirements for detector placement than the original incident detection focus. For example, there is a desire to derive travel time estimates from the point detector data for the purpose of performance monitoring. To do this, the detectors are to be placed so as to effectively sample the conditions on a freeway. Unfortunately, little guidance exists on how to place detectors for effective sampling.

The purpose of this research project was to develop a decision support methodology to identify the optimal locations of a finite set of point detectors on a freeway corridor in order to minimize the error in travel time estimation, within the constraints of available capital and maintenance funding. Case studies of freeway sections in three regions were conducted to demonstrate the utility of the newly developed tool. While there are potentially other important uses of the data collected by freeway point detectors, the recommendations in this report deal specifically with the issue of travel time estimation.

The investigators found that the placement of detectors for the development of accurate travel time estimates will vary by location based on specific conditions. Arbitrary, evenly spaced detectors do not necessarily result in accurate travel time estimates. With carefully placed detectors that are well maintained, travel time estimates can be derived with an acceptable level of accuracy from point detection, under incident-free travel conditions. The methods developed in this research effort including the GPS data collection and the mathematical tool are effective in determining preferred detector locations when the objective is to minimize travel time estimate error. There is evidence that VDOT can reduce the number of detectors that are currently maintained by TMCs and can deploy far fewer than the ½ mile spacing guidelines, resulting in significant cost savings in both capital and operations and maintenance costs. Using the results of the Northern Virginia case study on I-66 EB where there are 20 detector stations currently deployed, the tool identified minimum travel time errors when data are assumed to be coming from 11 of those stations, a reduction of 45%. Data from VDOT’s Traffic Monitoring System place the ongoing cost of a detector station at approximately $10,500. That results in an annual savings of $94,500 for this 11-mile roadway segment alone.
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ABSTRACT

In Virginia, point detectors in the Northern Virginia and Hampton Roads regions are placed at approximately ½ mile spacing. This density is a product of early requirements for incident detection that have proven ineffective and perhaps unnecessary. There are other important uses of the data that likely have different requirements for detector placement than the original incident detection focus. For example, there is a desire to derive travel time estimates from the point detector data for the purpose of performance monitoring. To do this, the detectors are to be placed so as to effectively sample the conditions on a freeway. Unfortunately, little guidance exists on how to place detectors for effective sampling.

The purpose of this research project was to develop a decision support methodology to identify the optimal locations of a finite set of point detectors on a freeway corridor in order to minimize the error in travel time estimation, within the constraints of available capital and maintenance funding. Case studies of freeway sections in three regions were conducted to demonstrate the utility of the newly developed tool. While there are potentially other important uses of the data collected by freeway point detectors, the recommendations in this report deal specifically with the issue of travel time estimation.

The investigators found that the placement of detectors for the development of accurate travel time estimates will vary by location based on specific conditions. Arbitrary, evenly spaced detectors do not necessarily result in accurate travel time estimates. With carefully placed detectors that are well maintained, travel time estimates can be derived with an acceptable level of accuracy from point detection, under incident-free travel conditions. The methods developed in this research effort including the GPS data collection and the mathematical tool are effective in determining preferred detector locations when the objective is to minimize travel time estimate error. There is evidence that VDOT can reduce the number of detectors that are currently maintained by TMCs and can deploy far fewer than the ½ mile spacing guidelines, resulting in significant cost savings in both capital and operations and maintenance costs. Using the results of the Northern Virginia case study on I-66 EB where there are 20 detector stations currently deployed, the tool identified minimum travel time errors when data are assumed to be coming from 11 of those stations, a reduction of 45%. Data from VDOT’s Traffic Monitoring System place the ongoing cost of a detector station at approximately $10,500. That results in an annual savings of $94,500 for this 11-mile roadway segment alone.
INTRODUCTION

The Virginia Department of Transportation (VDOT) has deployed an extensive network of point detectors (primarily inductive loops) for real-time data collection on freeways in both Northern Virginia and Hampton Roads. Volume, occupancy, and speed data are collected from these detectors and used by Traffic Management Centers in the regions to manage traffic and incidents and provide information to motorists about current conditions. Deployment of devices on freeways in Richmond, Staunton, and Salem, other regions in which Traffic Management Centers are located, has been much less extensive to date. The need for flow data is recognized, however, and VDOT is evaluating options for obtaining it.

Point detectors in both the Northern Virginia and Hampton Roads regions are placed at approximately ½ mile spacing. This density is a product of early requirements for incident detection algorithms that have proven ineffective and perhaps unnecessary. There are other important uses of the data that likely have different requirements for detector placement than the original incident detection focus. For example, there is a desire to derive travel time estimates from the point detector data, and some areas of the country have found this feasible if the detectors are placed to effectively sample the conditions on a freeway. Unfortunately, little guidance exists on how to place detectors for effective sampling.

There is a tradeoff between detector spacing and travel time estimate accuracy. As detectors become more closely spaced, the data obtained from them more closely resemble continuous data available from probes. This additional accuracy also comes with much higher capital and ongoing costs, as all detectors require regular maintenance to continue to report good data. VDOT is therefore seeking a method to indicate the most appropriate locations for detector deployment such that the travel time estimate error is minimized, within the constraints of available capital and maintenance funding.

PURPOSE AND SCOPE

The purpose of this project was to develop a decision support methodology to identify the optimal locations for a finite set of point detectors on a freeway corridor in order to minimize the error in travel time estimation. While there are potentially other important uses of the data collected by freeway point detectors, this effort focuses on the critical issue of travel time estimation.

This tool includes the ability to conduct sensitivity analyses between “estimated accuracy of travel time” and “number of detectors (or total maintenance costs),” which would recommend the optimal placement of detectors for different levels of available funding.

Case studies of freeway sections in two regions, i.e., Northern Virginia and Richmond, were conducted as a part of this project to demonstrate the utility of the newly developed tool. The two regions represent the two extremes of detector deployment within an urban environment in Virginia. Northern Virginia already has extensive deployment of detectors in place, while Richmond has few detectors deployed. Northern Virginia would benefit from knowing which
detectors are critical to accurate travel time estimation and which detectors could be eliminated. In Richmond, where there are few detectors deployed, initial deployment could be undertaken with accurate travel time estimates as a goal and the realities of available maintenance funding as a constraint. In Northern Virginia, sections of I-66, and in Richmond, sections of I-64 and I-95, were studied.

METHODOLOGY

To achieve the study objectives, the following tasks were undertaken:

1. *Perform a literature review of the research publications relevant to the detector placement problem.* Related literature was obtained and reviewed from the following sources: TRISOnline; the VDOT Research Council Library; TLCat, Sciedirect, and TRANSPORT databases; and the University of Virginia’s Library. The following topics were covered in the review: (1) detector placement for the purpose of travel time estimation, (2) travel time data collection methods and the associated processing and analyses of raw data to obtain travel time estimates, and (3) the application of optimization methods to solve transportation problems.

2. *Collect required travel time data using probe vehicles.* Probe vehicles equipped with GPS devices were driven on all identified freeway sections in the study regions. Conceptually, this data collection method is straightforward. First, a GPS device is installed and set up in the vehicle and the vehicle is driven with the “flow of traffic” throughout the study region. While the vehicle is traveling, the GPS device automatically logs latitude/longitude points and times. In order to obtain reliable travel times, multiple probe vehicles were deployed for data collection with a headway of 5 minutes between subsequent vehicles along the same roadway segment.

3. *Develop a method to determine the optimal placement of detectors.* An objective function and the associated constraints were formulated. A mathematical technique to solve the formulated objective function was then identified.

4. *Conduct case studies of freeway sections in two regions, Northern Virginia and Richmond, to demonstrate the developed tool.* The case studies demonstrated the validity of the tool in two locations with different conditions.

RESULTS

Literature Review

The objective of this project was to develop a method to determine the optimal locations of a given set of point detectors on a freeway section. The developed method should be
applicable to regions without any (or few) current detector deployment and regions that currently have dense deployment. Accordingly, the literature search task was focused on the following topics: (1) studies related to the generic detector location problem including those that deal with travel time applications, (2) review of travel time estimation algorithms, (3) review of travel time data collection methods, and (4) application of optimization techniques to study the facility location problems in transportation.

**Detector Placement Review**

The detector placement problem is a less explored research topic in transportation. Relevant research includes the work done in transportation planning for obtaining accurate origin-destination trip matrices (Yang and Zhou, 1998; Ehlert et al., 2006). Some researchers have conducted simulation based research to identify the relationship between detector location and travel characteristics on arterials (Sisiopiku et al., 1994, Thomas, 1999; Oh et al., 2003). Very limited research to date has been focused on the detector placement problem for freeways with respect to travel time estimation. Fujito et al. (2006) studied the effect of detector spacing on travel time index, using field data from Cincinnati, Ohio, and Atlanta, Georgia. Their analysis concluded that the actual placement of detectors was critical in accurately estimating the congestion levels on the corridor. Bartin et al. (2006) proposed a clustering based approach for determining the optimal roadway configuration of detectors for travel time estimation in New Jersey. The developed approach was illustrated using simulation experiments.

Liu et al. (2006) presented a study for examining some widely used travel time estimation methods with different detector spacing. The travel time estimation approach they investigated included a constant speed based (CSB) algorithm, a piecewise constant speed (PCSB) algorithm, and piecewise linear speed based (PLSB) algorithm for section level travel time estimation, and instantaneous and actual travel time for corridor level travel time estimation. They built a simulation model for the I-70 corridor in Maryland and found that for free flow conditions it is sufficient, for both monitoring and travel time estimation, to have detector stations placed at both ends of the segment as long as the detector data are reliable. In addition, the study found that for congested segments, more detectors certainly provide a better estimate of travel time variation. Based on these findings, they proposed rules and an iterative procedure for locating a limited number of detectors.

Li et al. (2006) compared the performance of four different algorithms (or models) – an instantaneous model, a time slice model, a dynamic time slice model, and a linear model. All models compute freeway segment travel times by aggregating the travel times of constituent sections (with detectors at the beginning and end of a section). They are, however, different in the way that they estimate the section travel times. The instantaneous model uses speeds reported by detectors at an instant of time \( t \). The time-slice and dynamic time-slice models use speed values at the time points when the vehicle is expected to travel on each section. The linear model interpolates speeds within a section instead of averaging the speeds of beginning and ending detectors. The purpose of this study was not to determine the optimal detector locations, but instead to determine the best method to estimate freeway segment travel times. They conducted case studies of two freeway segments in Melbourne, Australia. Results showed that
the estimated travel time error for the four algorithms were similar and that all four all under-predicted travel times.

Based on this review it can be concluded that the limited research efforts conducted in relation to the placement of detectors for travel time estimation rely heavily on simulated data and that validation of different travel time estimation algorithms that use speed data from field detectors has not provided conclusive evidence supporting any one particular estimation algorithm over the other algorithms.

**Travel Time Data Collection Approach Review**

The Travel Time Data Collection Handbook (Turner et al., 1998) identifies four groups of travel time data collection techniques.

**Test Vehicle Techniques**

This technique has been used for travel time data collection since the late 1920s. Depending on the instrument installed, a test vehicle could (1) collect travel time manually by recording time at predefined check points, (2) determine travel time along a corridor using speed and distance information collected by an electronic distance measuring instrument (DMI) connected to the transmission of the test vehicle, or (3) determine travel time for flexible route segments using continuous global positioning system (GPS) streams collected by a GPS device installed in the test vehicle. Depending on the driving style, the test vehicle could also be average car (attempting to maintain a speed equal to the average speed of traffic), floating car (“float” with traffic to balance the passing vehicles and vehicles being passed), or maximum car (drive at posted speed limit unless impeded by actual traffic conditions or safety considerations). The floating car approach is the most commonly referenced although in practice, drivers are likely to adopt a hybrid of the floating car and average car approach due to the difficulty of tracking vehicles in the high volume condition.

**License Plate Matching Techniques**

This approach can only collect travel time for fixed road segments where the end points have equipment installed for matching the vehicle as it enters and exits the segment. The match could be performed manually using video with manual transcription, or automatically with character recognition software.

**ITS Probe Vehicle Techniques**

Compared with the “active” test vehicle approach, this approach is sometimes referred to as “passive” probe vehicle approach. The techniques used for an ITS probe vehicle data collection could be signpost-based Automatic Vehicle Location (AVL), Automatic Vehicle Identification (AVI), Ground-Based Radio Navigation, Cellular Geo-location, or Global Positioning System (GPS).
Emerging Techniques

In addition to the well-established approaches discussed, there are some emerging approaches of interest. One such approach is the extrapolation approach based on point vehicle detection, in which vehicles are tracked by matching a unique vehicle signature between sequential observation points. A second potential approach is platoon matching based on unique vehicle platoon features and a third approach is based on measuring vehicle density or tracking vehicle movement from aerial surveys.

Based on this review, the test vehicle approach equipped with GPS was selected for this study based on the ability of the approach to provide not only the study section travel times but also the flexibility of deriving travel times for the constituent analysis segments. Using this approach, time stamps (every 1 second) of vehicles passing through the study section can be recorded, and the difference between the entry and exit timestamps for the analysis segment will provide the travel time for the segment.

Optimization Applications in Location Analysis

The problem of the placement of point detectors within a roadway network is not unique. It belongs to the broad field of location theory that deals with the placement of infrastructure facilities in a given space by optimizing certain desired objectives (ReVelle and Eiselt, 2005). Point detectors are the infrastructure facilities that we are interested in this current research project. Operations research techniques, especially optimization, are used to determine the optimal location of the desired facilities. With respect to the application of optimization algorithms to study the facility location problem in transportation, Sherali et al. (2006) proposed a linear mixed-integer programming formulation and a branch-and-bound solution to determine the optimal locations for automatic vehicle identification (AVI) readers for the purpose of providing roadway travel times. Yang and Zhou (1998) proposed an integer linear programming model and a heuristic greedy algorithm to solve for the optimal traffic count locations in a network for the purpose of providing better origin-destination trip matrices. Ehlert et al. (2006) also proposed a mixed integer programming formulation to optimize traffic count locations for providing origin-destination information. Chan and Lam (2002) proposed a bi-level programming model to determine the appropriate detector density for minimizing both the travel time variance and the social cost of detectors. They illustrated their methodology on an urban roadway in Hong Kong.

Based on this review, it appears that optimization techniques have been used successfully in determining the placement of (1) detectors for O-D estimation, (2) AVI readers for travel time estimation, and (3) detectors for minimizing the travel time variance and social costs.

As mentioned earlier, the method to be developed in this project should be applicable to both regions without any (or limited) current detector deployment and regions that currently have dense deployment. Due to this requirement, travel time measurement techniques such as vehicle signatures analysis, vehicle re-identification, etc, that determine vehicle trajectories from traffic data recorded by the deployed point detectors were not studied since they require at least some detector deployment. The developed method is primarily intended for use at a planning level, to
assist in determining where to deploy detectors in an area that currently has few or no detectors, or in determining which detectors need to be (or those that need not be) regularly maintained to obtain good travel time estimates in areas with dense detector deployment.

**Data Collection and Processing**

Probe vehicles equipped with GPS devices were driven on all identified freeway sections in the study regions. Conceptually, this data collection method is straightforward. A GPS device is installed in the vehicle and then a driver drives this vehicle according to the “flow of traffic” throughout the study region. While the vehicle is running, the GPS device automatically logs latitude/longitude points and times. In order to obtain reliable travel times, multiple probe vehicles were deployed for data collection with a headway of 5 minutes between subsequent vehicles.

We define two notions of travel time for a freeway section; Ground Truth Travel Time (GTTT) and Estimated Travel Time (ETT). Computation of GTTT is simple. For each probe vehicle, the entering and exiting times for the freeway section are compared to obtain the GTTT specific to that vehicle. The same procedure is repeated for each probe vehicle on that section during a specified time period (about five probe vehicles).

ETT is calculated indirectly. Travel time for the whole freeway section will be estimated from the travel times of constituent detector ‘zones of influence’ travel times. The zone of influence of a detector can be defined as half the distance upstream and downstream to the neighboring detector² (see Figure 1).

![Figure 1. Freeway Section and Zones of Influence of Detectors](image)

Since actual detector data are not available in this scenario, travel time for each zone of influence is estimated from the speed data collected at the detector location using the GPS vehicle (as a surrogate for real detector data). A key assumption in this calculation is that the speed measured at the point detector is approximately equal to the average speed for the entire zone of influence. Obviously, the greater the length of the zone of influence the greater the potential for differences in speeds across the zone. The speed at a detector location is calculated as follows: For each detector location, a number of GPS points around the detector are defined. Speeds reported by the probe vehicle at all these points within the vicinity of the detector location are averaged to obtain the average speed specific to that probe vehicle at that detector.
location. Finally, the speeds are averaged over multiple probe vehicles as well. The length of the zone of influence (ZOI) is divided by this average speed to obtain the travel time value. ETT for the entire freeway section is then obtained by adding the travel time estimates for the all constituent zones of influence.

Occasionally the GPS device failed to log the exact time and location pair when the probe vehicle entered or exited a subsection (generally due to a temporary loss of signals from some GPS satellites). When this occurred, the GPS-measured travel distance was shorter than the chosen subsection length, resulting in speeds that were overestimated. Of course, this is particularly problematic with shorter segment lengths since any error in distance has a larger influence on estimated speed. During the data collection process, the research team experimented with various segment lengths, and found empirically that a 0.3-mile segment length was the minimum distance that could be used without resulting in unreasonable speed estimates derived from the GPS data.

Another source of error is the discontinuity in the recorded GPS point stream. A device malfunction of blockage of the GPS signal could cause the device to fail to record a position with a given time stamp. GPS signal blockage can occur in the vicinity of tall buildings, tunnels, and overpasses. The discontinuity in the GPS point stream will inflate the speed estimates (since travel times on the subsection will be underestimated.) Fortunately, this source of error does not occur very often and can be controlled using a threshold speed while post-processing speed data.

The final source of error is due to misplacement of GPS points, often on parallel roadways. These errors can be removed in the data reduction by careful screening.

**Objective Function Formulation**

The set of notations used and the mathematical formulation is shown in Figure 2 and the discussion that follows.

![Figure 2. Notations used in the Formulation](image)

**Notations**

\( n \) – Number of detectors on the freeway section (= number of zones of influence)
\( i \) – Index for the \( i^{th} \) detector

\( x_i \) – Position of the \( i^{th} \) detector, measured from the origin of the freeway section (decision variable in the objective function)

\( L \) – Length of the freeway section

\( ZOI_i \) – Length of Zone of influence of the \( i^{th} \) detector (\( \sum_{i=1}^{n} ZOI_i = L \))

\( V_i \) – Speed reported by the \( i^{th} \) detector

\( TT_i \) – Travel time for \( ZOI_i \) (\( = \frac{ZOI_i}{V_i} \))

\( ETT \) – Estimated travel time for the freeway section (\( = \sum_{i=1}^{n} TT_i \))

\( GTTT \) – Ground truth travel time for the freeway section

\( \varepsilon \) – Estimation Error (\( = |ETT - GTTT| = |\sum_{i=1}^{n} TT_i - GTTT| \))

\[
\varepsilon = \left| \sum_{i=1}^{n} \frac{ZOI_i}{V_i} - GTTT \right| \quad (1)
\]

The objective is to minimize this travel time estimation error, \( \varepsilon \).

We can express \( ZOI_i \) in terms of the decision variable \( x_i \) as follows:

\( ZOI_1 = \frac{x_1 + x_2}{2} \), for \( i = 1 \) \quad (2)

\( ZOI_i = \frac{x_{i+1} - x_i}{2} \), for \( i = 2, 3, \ldots, n-1 \) \quad (3)

\( ZOI_n = L - \left( \frac{x_n + x_{n-1}}{2} \right) \), for \( i = n \) \quad (4)

Relative Error (\( \varepsilon_r \)) = \( \frac{\varepsilon}{GTTT} \) \quad (5)
Cumulative Relative Error = \[ \frac{\sum_{k=1}^{K} \varepsilon_k}{GTTT_k} \]  

where \( k \) is the index for the speed profile (i.e., GPS travel time run) and \( GTTT_k \) is the ground truth travel time for the \( k^{th} \) profile.

Upon substituting relations (1), (2), (3), and (4) into relation (6), the objective function-minimization of the estimation error \( \varepsilon \) can be written as follows –

\[
\text{Minimize} \quad \sum_{k=1}^{K} \left( \frac{x_{i} + x_{2}}{2V_{ik}} + \sum_{i=2}^{n} \left( \frac{x_{i+1} - x_{i-1}}{2V_{ik}} \right) + \left( L - \frac{x_{n} + x_{n-1}}{2V_{nk}} \right) \right) - GTTT_k
\]

subject to \( x_i \geq 0 \) \( \forall i=1,2,..n \)

where, \( V_{ik} \) – Speed reported by the \( i^{th} \) detector for the \( k^{th} \) profile

**Solution Approach**

To identify the mathematical technique to solve the formulated objective function we started with the investigation of the objective function formulation. In relation (7), the numerators of the first three terms are linear combination of two decision variables. The denominator has the speed term \( V_{ik} \), which is a function of the distance \( x_i \). This means that the objective function is non-linear. One way of solving such problems is by converting the decision variables from continuous to discrete.

The spatial domain (freeway section) was divided into discrete segments as shown in Figure 3 (\( \delta L \) is the size of each segment.) This means that the detectors can be deployed only at the mid points of these discrete segments. If there are \( m \) discrete locations then \( n \) detectors can be placed in \( ^m c_n \) possible ways (e.g. if \( m \) is 50 and \( n \) is 5, then the size of the solution space will be \( ^{50} c_5 \approx 2 \) million combinations). Exact solutions to such combinatorial optimization problems can be obtained using enumerative techniques such as branch and bound, dynamic programming, etc. These techniques couldn’t be used in this case because it was not possible to write a generic formulation using 0-1 integer variables. Also, the evaluation of the objective function was not straight forward; it depends on the number of detectors deployed (a case of implicit constrained problem).
Hence the search for an ‘exact’ solution was abandoned. Instead a “good” (or a near optimal) solution was sought using heuristic search techniques such as Genetic Algorithms or Simulated Annealing.

Figure 3. Discretization of the Freeway Section

For example, $\delta L$ could be 0.1 mile

### Brief Description of Genetic Algorithms

A genetic algorithm (GA) is a heuristic search algorithm that searches the feasible region using a population of solutions. GAs were first developed by Holland at the University of Michigan based on Darwin’s Theory of Natural Selection (Goldberg, 1989). GAs are structured, yet random, searches in which the survival of fittest criteria are used to proceed from one generation of solutions to the next. Steps involved in GA are as follows:

**Step 1:** Encode the parameter set for the problem, as a binary or real number representation.

**Step 2:** Randomly generate the initial population of $P$ solutions (strings) and evaluate the fitness value (objective function value) for each of these solutions.

**Step 3:** Select two strings from the current generation (parents) that will participate in reproduction, the selection probability being proportional to the fitness value.

**Step 4:** Perform Crossover: Parents selected in step 3 are mated by exchanging genetic material to produce two offspring.

**Step 5:** Perform Mutation: With a very low probability, mutation operator is applied to the newly born offspring.

**Step 6:** Repeat steps 3, 4, and 5 until $P$ offspring are generated. These offspring constitute the new generation of solutions.

**Step 7:** Replace the old population of solutions with the newly generated offspring and repeat steps 3 through 7 until a pre-specified number of generations or other convergence criteria is met. Final solution is the best solution from those discovered during the search.
GAs have the ability to arrive at approximate solutions (close to optimal) for complex combinatorial optimization problems. GAs are probabilistic algorithms that perform a multi-directional search by maintaining a population of potential solutions, unlike the traditional search algorithms that process a single point of the search space at a time (Michalewicz, 1995). The new generation of solutions (on an average) is expected to perform better than the parent population because only the good solutions from the parent population are allowed to participate in future mating.

**Using GA to Optimize Detector Locations**

An intuitive way of representing a solution for the detector location problem is using a string of cells as shown in Figure 4. The study section is divided into $m$ discrete cells and each cell corresponds to a potential detector location. The value in the cell indicates the existence of a detector. A value of 1 means that a detector is deployed at that location and a value of 0 means there is no deployment. The sum of all cell values, or the length of the string, is equal to the number of detectors to be deployed ($n$).
The GA crossover procedure is illustrated in Figure 5. To introduce extra variability into the search population, a mutation operator is applied to the generated offspring with a probability (0.1-0.2) as shown in Figure 6.

![Image of GA crossover procedure]

**Case Studies**

Case studies of freeway sections in two regions, Northern Virginia and Richmond, were conducted to demonstrate the developed method. In Northern Virginia, a section of I-66 from exit 43 to exit 57 in both directions; and in Richmond, a section of I-64 from exit 181 to exit 75, and a section of I-95 from exit 83 to exit 75 were studied.

**Northern Virginia Case Study**

An approximately 11-mile section of I-66 was studied in this project (Figures 7 and 8). Three GPS equipped probe vehicles were driven on three week days during both the morning and evening peak periods in both the east and west directions. Vehicles departed at 5 minute headways. This resulted in a total of 37 travel time runs during the morning peak and 40 runs during the evening peak.

Since there are already detectors in place on this study section, existing detector locations (spaced every half mile) were obtained and evaluated using the developed method. For the study section, the developed method was applied with the following objectives: (1) to determine the critical locations at which detectors need to be regularly maintained to obtain good travel time estimates, (2) to obtain the number and location of the optimal set of detectors for a given maintenance budget, and (3) to understand the impact of a critical detector malfunctioning on estimated travel times.
One of the main purposes of developing this methodology was to generate tradeoff plots between the travel time error and the number of detectors which would give the optimal placement of detectors for different levels of available funding. Tradeoff plots were generated by varying the actual number of detectors \( (q) \) from 2 to 20 in increments of 1. For each \( q \), the GA was run for 200 generations with 200 individual solutions in each generation. On I-66, the peak period during the AM time period occurs in the eastbound (EB) direction (primarily commuter traffic going to Washington, DC) and the PM peak occurs in the westbound (WB) direction. Therefore, while determining the optimal detector locations on I-66 EB only the AM peak traffic patterns and prevailing speeds were considered. For I-66 WB the PM peak traffic patterns were used for the analysis. Results of the GA runs for the I-66 EB section are shown in Figures 9, 10, and 12. For a given number of detectors, the obtained optimal placement would result in a travel time estimation error for each travel time run. The maximum of these errors versus the detector deployment is plotted in Figure 9. As it can be seen from the plot, the maximum error value is high when only a few detectors are deployed; however, as the deployment increases the error value decreases. After reaching a certain level of deployment any further increase in the number of detectors may not decrease the error.
Figure 10 plots the frequency of travel time error over all travel time runs. It can be seen that as the deployment increases the plot becomes narrower with a mean value near zero. The decision makers can base their decisions on the deployment density based on these two figures. From Figures 9 and 10 it can be inferred that deploying 11 detectors would result in the least maximum TT error (~2 minutes) and an acceptable error distribution. The layout of the optimal set of detectors is shown in Figure 11. We can further conclude that the 20 detectors currently deployed are more than is needed to provide reasonably accurate travel time estimates. Figure 12 shows the number of times a potential detector location is present in the optimal solution. Of the 18 sets of detector deployments, for example, locations 18 and 20 are present in 16 and 17 sets, respectively. Location 18 corresponds to the detector located immediately downstream of the Rt. 7100 interchange (exit 55 on I-66) and location 20 is at the start of the Rt. 50 interchange (exit 57 on I-66). This is an indication that these locations are very critical for travel time computations and the detectors deployed in these locations need to be regularly maintained. To test the sensitivity of the optimal solution with respect to these critical detector locations, the optimization methodology was repeated with the condition that no detector can be placed at location 18. The error plots are shown in Figures 13 and 14. From Figure 13, it can be seen that the maximum error values are larger than the ones shown in Figure 9. The least maximum error, slightly higher than before, can be obtained by deploying 14 detectors, an increase of 3 detectors. Therefore, non-deployment or non-maintenance of detector at location 18 will result in inferior travel time estimates.
Figure 10. Estimated Travel Time Error Distribution Plot (I-66 EB AM Peak)

Figure 11. Location of the Optimal Set of Detectors for I-66 EB Study Section (11 Detectors)

In Figure 12 the x-axis corresponds to the detector location. The actual link number (from Figure 7) corresponding to these detector locations can be obtained from Table 1.
Table 1. Link Numbers (Figure 7) Corresponding to Detector Numbers for I-66 EB Section

<table>
<thead>
<tr>
<th>Detector Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link Number</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
</tr>
</tbody>
</table>

Figure 12. Frequency Plot showing the Number of Times a Detector is placed at Each Location (I-66 EB AM Peak)

Figure 13. Maximum TT Error Plot for I-66 EB When No Detector is Placed at One Critical Location (number 18)
Results for the I-66 WB study section are shown in Figures 15, 16, and 17. From Figures 15 and 16 it can be inferred that deploying 14 detectors would result in the least maximum TT error of 35 seconds and an acceptable error distribution. This indicates that 7 detectors are redundant in the current deployment on this corridor. Figure 17 shows the number of times a potential detector location is present in the optimal solution. Of the 19 sets of detector deployments, locations 3, 9, 14, and 21 are present in 17, 18, 16, and 17 sets, respectively. The layout of the optimal placement of detectors for I-66 WB is shown in Figure 18.
Figure 15. Maximum Travel Time Estimation Error Plot (I-66 WB PM Peak)

Figure 16. Estimated Travel Time Error Distribution Plot (I-66 WB PM Peak)

X-axis: Travel Time Error (seconds)
Y-axis: Number of Travel Time Runs
In Figure 17, the x-axis corresponds to the detector location. Table 2 provides the link number within the segment on which each detector is located.

| Detector Number | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
|-----------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Link Number     | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
Richmond Case Study

In Richmond, sections of I-64 (exit 181 to exit 75) and I-95 (exit 83 to exit 75), shown in Figures 19a and 19b, were studied. Two data collection efforts were carried out, one for I-64 and one for I-95. Each effort was carried out with two GPS equipped probe vehicles that were driven on three week days during both morning and evening peak periods in both directions. The travel patterns on these freeway segments differ from those on I-66 in Northern Virginia in that there is no clear “peak direction” of travel during either peak period. As a result, both AM and PM peak travel time runs were merged and used as one dataset. Probe vehicles departed at 5 minute headways resulting in a total of 53 travel time runs for I-64 EB, 54 runs for I-64 WB, 53 runs for I-95 SB, and 49 runs for I-95 NB.
Figure 19a. Richmond Area Study Sections (I-64 EB and I-95 SB Sections)
Unlike the I-66 study section in Northern Virginia, study sections in Richmond currently have very limited detector deployment. Therefore, the current locations of detectors were not considered as a constraint, and the research team used the methodology to find ideal locations from a “blank slate.” To do so, the team first divided the sections into segments of 0.3 mi each (recall from the methodology that this is the minimum sized segment that can be considered) with detectors placed at the mid-point of these segments. It is also important to note that the I-64 and I-95 study sections overlap (see Figures 19a and 19b). For the study sections, the developed methodology was applied to achieve the following objectives: (1) to determine the critical locations at which detectors need to be deployed and regularly maintained to obtain good travel time estimates, (2) to obtain the number and location of the optimal set of detectors for a given maintenance budget, and (3) to quantify how different the optimal placements for the overlap sections are and how to identify a compromise solution to achieve acceptable TT errors for both the I-64 and I-95 sections.
For the I-64 EB study corridor, the maximum travel time error plot (Figure 20) and the error distribution plot (Figure 21) show that placing 10 detectors would give an accurate estimate of travel times. The corresponding location of these 10 detectors as obtained from the optimization program is shown below in Table 3.

Table 3. Optimal Placement of Detectors on I-64 EB Study Section

<table>
<thead>
<tr>
<th>Link Number</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 EB (10 det)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Links 18 to 27 (see Figure 19a) are common to I-95 SB and I-64 EB. In this overlap section detectors are placed on links 18, 20, 21, 24, and 27.

The number of times a potential detector location is present in the optimal solution is shown in Figure 22. Of the 26 sets of detector deployments, for example, location 18 is present in 25 of them. In Figure 22 the x-axis corresponds to the detector location. The actual link number (from Figure 19a) corresponding to these detector locations can be obtained from Table 4.

Table 4. Link Numbers (Figure 19a) Corresponding to Detector Numbers for I-64 EB

| Detector Number | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
|-----------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Link Number     | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |

For the I-95 SB study corridor, the maximum travel time error plot and the error distribution plot are shown in Figure 23 and Figure 24, respectively. From these plots, two solutions are reviewed: 10 detectors and 15 detectors. While the results for deploying 15 detectors may be somewhat better than the results of deploying 10, the improvement may not be sufficient to justify the additional costs. The corresponding location of these detectors as obtained from the optimization program is shown in Table 5.

Table 5. Optimal Placement of Detectors on I-95 SB Study Section

| Link Number | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 | 64 | 65 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 |
|-------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 95 SB (10 det) | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |

In the common section (links 18 to 27) detectors are placed on links 18, 21, 22, 24, and 27 for the 10 detector solution and on links 18, 21, 22, 24, 25, 26, and 27 for the 15 detector solution.

Comparing the optimal detector locations for I-64 EB and I-95 SB within the overlap section, it can be concluded that locations 18, 21, 24, and 27 are crucial to obtain accurate TT estimates on both corridors. It is recommended that the detectors be placed at locations 18, 20, 21, 22, 24, and 27 so that optimal results are obtained for both corridors. The layout of optimal detector locations for these corridors is shown in Figure 25.
Figure 20. Maximum Travel Time Estimation Error Plot (I-64 EB)

Figure 21. Estimated Travel Time Error Distribution Plot (I-64 EB)
Figure 22. Frequency Plot Showing the Number of Times a Detector Is placed at Each Location (I-64 EB)

Table 6. Link Numbers (Figure 19a) Corresponding to Detector Numbers for I-95 SB

<table>
<thead>
<tr>
<th>Detector Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link Number</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 23. Maximum Travel Time Estimation Error Plot (I-95 SB)
Figure 26 shows the number of times a potential detector location is present in the optimal solution. In Figure 22 the x-axis corresponds to the detector location and the actual link number (from Figure 19a) corresponding to these detector locations can be obtained from Table 6.
Figure 25. Recommended Placement of Detectors on I-64 EB and I-95 SB Study Sections
Figure 26. Frequency Plot Showing the Number of Times a Detector Is placed at Each Location (I-95 SB)

For the I-64 WB study corridor, the maximum travel time error plot (Figure 27) and the error distribution plot (Figure 28) show that placing 10 detectors would give an accurate estimate of travel times. The corresponding location of these 10 detectors as obtained from the optimization program is shown in Table 7.

| Link Number | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 66 | 67 | 68 | 69 | 70 | 71 | 72 | 73 | 74 | 75 | 76 | 77 | 78 | 79 | 80 | 81 | 82 | 83 |
|-------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 64 WB (10 det) | 1  | 1  | 0  | 1  | 0  | 1  | 1  | 0  | 1  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 1  |

Links 28 to 37 are common to the I-95 NB and I-64 WB study corridors. In this overlap section it can be seen that detectors are placed on links 28, 29, 31, 33, 34, 36, and 37. The number of times a potential detector location is present in the optimal solution is shown in Figure 29. The actual link number (from Figure 19b) corresponding to these detector locations can be obtained from Table 8.
Figure 27. Maximum Travel Time Estimation Error Plot (I-64 WB)

Figure 28. Estimated Travel Time Error Distribution Plot (I-64 WB)

X-axis: Travel Time Error (seconds)
Y-axis: Number of Travel Time Runs
For the I-95 NB study corridor, the maximum travel time error plot (Figure 30) and the error distribution plot (Figure 31) show that placing 13 detectors would give an accurate estimate of travel times. The corresponding location of these detectors as obtained from the optimization program is shown in Table 9.

In the overlap section (links 28 to 37) detectors are placed on 28, 29, 30, 31, 32, 33, 34, 36, and 37. Comparing the optimal locations for the I-64 WB and I-95 NB corridors, it can be concluded that locations 28, 29, 31, 33, 34, 36, and 37 are crucial to obtain accurate TT estimates. It is recommended that the detectors be placed at locations 28, 29, 30, 31, 32, 33, 34, 36, and 37 so that optimal results are obtained for both corridors. The layout of optimal detector locations for these two corridors is shown in Figure 32.
Figure 30. Maximum Travel Time Estimation Error Plot (I-95 NB)

Figure 31. Estimated Travel Time Error Distribution Plot (I-95 NB)
The number of times a potential detector location is present in the optimal solution is shown in Figure 33. The actual link number (from Figure 19b) corresponding to these detector locations can be obtained from Table 10.

Table 10. Link Numbers (Figure 19b) Corresponding to Detector Numbers for I-95 NB

| Detector Number | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  | 21  | 22  | 23  | 24  |
|-----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
CONCLUSIONS

- The placement of detectors for the development of accurate travel time estimates will vary by location based on specific traffic and geometric conditions.

- With carefully placed detectors that are well maintained, travel time estimates can be derived with an acceptable level of accuracy from point detection under non-incident conditions. Incident conditions were not specifically tested within the scope of this study. Given that traffic conditions change over time, detector placement will require periodic validation and possibly modification to ensure continued accuracy.

- The methods developed in this effort, including the GPS data collection and the mathematical tool, were proven to be effective in determining preferred detector locations when the objective is to minimize travel time estimate error.

- In general, the developed method shows that the detector density needs to be higher in congested areas of a corridor. Un-congested sections of the corridor need only a nominal deployment. Therefore, the general philosophy of more is better is only applicable for congested sections of freeway corridors. This was found to be true for both case studies – Northern Virginia and Richmond.

- It was found that detectors are required at merge areas near entrance ramps, especially when the acceleration lanes are short. This can be attributed to the potential reduction in traffic speeds in merge areas due to increased weaving.
For freeway corridors in Richmond, the minimum spacing of detectors was assumed to be 0.3 miles. As a result, the optimal detector locations recommended by the methodology can have some detectors separated by as little as 0.3 mile. The methodology can be applied for higher spacing (0.5 mile or 1 mile) depending on the available maintenance budget.

One of the outputs of the method is the frequency plot that gives the number of times a detector is placed at any location on the corridor for different sets of detectors. Locations with high frequencies are the ones that are most critical for deployment and/or maintenance.

VDOT can reduce the number of detectors that are currently maintained by TMCs and can deploy far fewer than the ½ mile spacing guidelines used in the past.

RECOMMENDATIONS

1. *VDOT’s traffic management centers and regional operations planning staff should use the tool developed in this study to determine future detector deployment strategies.* Periodic re-evaluations of detector placement should be conducted to ensure that changes in traffic patterns and conditions have not resulted in degradation of the travel time estimates.

2. *In locations such as Hampton Roads where extensive deployment of detectors exists, VDOT’s regional operations staff should apply the tool to determine which detector locations are most critical in determining accurate travel time estimates.* This set of detectors should then be considered as the “base” set of detectors, with other point detector locations added as other applications of the data demand.

3. *VDOT’s northern region operations staff should concentrate maintenance efforts on those detectors found to be critical in estimating travel time in this study and should expand the use of the tool to additional roadways in the region.*

IMPLEMENTATION PLAN

Given the positive results of this research effort, the research team developed a plan to create a user-friendly computer application, and complementary user guidance/documentation, to assist VDOT personnel in identifying locations for detector placement. Personnel in the Smart Travel Laboratory will be guided by a VDOT steering committee comprised of technical personnel from the Northern Virginia, Hampton Roads, and Richmond Operations Regions to accomplish this. The following deliverables will be created to allow for implementation of the research:

- *Web-based Computer Application.* This computer application will operate on STL servers and be accessible via the Internet to VDOT field personnel. The application will allow personnel to input GPS tracks, identify locations of interest, and set key parameters to generate optimal detector locations.
• User’s Guide. A complete user’s guide will be developed to support personnel in utilizing the computer application. This guide will include specific examples for use in working with the application.

COSTS AND BENEFITS ASSESSMENT

VDOT has invested a significant amount of funds to the deployment of traffic flow detectors as part of the traffic management centers in Northern Virginia and Hampton Roads and is considering additional deployments in Richmond, Staunton, and Salem. While early justification for these devices was based on providing data for incident detection algorithms, more recently the focus has shifted to estimating travel time. The tool developed in this study indicates that substantially fewer detectors are needed for the travel time application than was true for incident detection. Using the results of the Northern Virginia case study on I-66 EB where there are 20 detector stations currently deployed, the tool identified minimum travel time errors when data are assumed to be coming from 11 of those stations, a reduction of 45%. Data from VDOT’s Traffic Monitoring System place the ongoing cost of a detector station at approximately $10,500. This results in an annual savings of $94,500 for this 11-mile roadway segment alone.
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